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Announcements

Midsemester feedback form - https://forms.gle/M4jVdGTDgQknWAwo6

HW10 (due Friday May 2nd )

Project 3 (due Friday May 2nd)

Final 05/07 9:30am Old Library 116

https://forms.gle/M4jVdGTDgQknWAwo6


Outline

Review Classification
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Comparing two classifiers
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Training and Evaluating a Classifier
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Nearest Neighbor Classifier
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Distance



Pythagorea's Formula



Distance Between Two Points

Two attributes x and y:

𝐷 = ( 𝑥0 − 𝑥1
2+ 𝑦0 − 𝑦1

2 )

Three attributes x, y, and z:

𝐷 = ( 𝑥0 − 𝑥1
2+ 𝑦0 − 𝑦1

2 + 𝑧0 − 𝑧1
2 )



Nearest Neighbors
Classification



Finding the k nearest neighbors

1. Find the distance between the example and each example in the 
training set 

2. Augment the training data table with a column containing all the 
distances 

3. Sort the augmented table in increasing order of the distances 

4. Take the top k rows of the sorted table 
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Evaluation



Accuracy of a Classifier

The accuracy of a classifier on a labeled data set is the 
proportion of examples that are labeled correctly

Need to compare classifier predictions to true labels

If the labeled data set is sampled at random from a 
population, then we can infer accuracy on that 
population 

Sample Labels

Training Set

Test Set



Classify a tweet as viral or not



Accuracy

• Model A performs 60% accuracy, would you say this is good, decent, 
or awful?

• Model A performs 80% accuracy, would you say this is good, decent, 
or awful

• Model A performs 98% accuracy, would you say this is good decent or 
awful?



Evaluation: Accuracy

• Imagine we saw 1 million tweets

• 100 of them were viral

• 999,900 were not

• We could build a dumb classifier that just labels every tweet 
"not viral"

• It would get 99.99% accuracy!!! Wow!!!!

• But useless! Cant find the viral tweets!

• When should we not we use accuracy as our metric?

• When data isn’t balanced across labels/classes



The 2-by-2 confusion matrix



The 2-by-2 confusion matrix



The 2-by-2 confusion matrix



Evaluation: Precision

• % of items the system detected (i.e., items the system labeled as 
positive) that are in fact positive (according to the human gold labels) 



Evaluation: Recall

• % of items actually present in the input that were correctly identified 
by the system. 



Why Precision and recall

• Our dumb viral-classifier
• label no tweets as ”viral"

Accuracy=99.99%
but

Recall = 0
• (it doesn't get any of the 100 viral tweets)

Precision and recall, unlike accuracy, emphasize true 
positives:

• finding the things that we are supposed to be looking for. 



A combined measure: F

• F measure: a single number that combines P and R:

• We almost always use balanced F1 (i.e.,  = 1)



Comparing Models

• Model A performs 60% accuracy, Model B performs 60.5% accuracy

• Which is better?
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